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1. INTRODUCTION
Trust can be a critical parameter in interaction decisions

of autonomous agents [2, 4]. We believe that in dynamic,
open societies, agents will have to routinely interact with
other entities about which they have little or no informa-
tion. For example, agents will have to select one or few
of several such less familiar entities or agents for economic
transactions. The decision to interact or enter into partner-
ships can be critical both to the short term utility and in
some cases long term viability of agents in open systems.

The current work builds on our previous work to which
we refer the reader for a more complete problem descrip-
tion [3]. We consider the problem of user agents select-
ing service providers to process tasks. We assume that the
performance of different service providers providing a given
service can differ significantly and the performance of any
service provider varies around some average value. To select
a service provider, an user agent queries other user agents
for their rating of available service providers. We assume
that there are a known percentage of “unreliable” users,
who frequently report erroneous estimates about the per-
formance of service providers. In practice, unreliable users
may be providing inconsistent erroneous estimates due to
self interest, envy, processing constraints, etc. We develop
a trust mechanism that determines the number of users to
query given a target guarantee threshold likelihood of choos-
ing high-performance service providers in the face of such
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“noisy” reputations. A key component of our approach is
a probabilistic estimation mechanism used to separate re-
liable and unreliable reputations. We evaluate the robust-
ness of this reputation-based trusting mechanism over vary-
ing environmental parameters like percentage of unreliable
users, performance difference and variances for high and low-
performing agents, learning rates, etc.

2. PROCESSING MIXED REPUTATIONS
We assume the following framework of interaction of the

user agent group: a population of N user agents (of which
l ≤ N

2
are unreliable, i.e., provide erroneous recommenda-

tions) and P service providers, g is the required probabilistic
guarantee for our provider selection procedure given l and
N , b is the number of user agents to whom the performance
of a provider agent is broadcasted when the latter performs
a task for any user agent (the observations differ somewhat
from the actual performance which is conveyed accurately
only to the user agent whose task was performed).

The performance of a service provider is drawn from a
Gaussian distribution with a provider-specific performance
mean, µp, µL ≤ µp ≤ µH , and a standard deviation common
to all providers, σp. Let v be the value of service obtained by
a user agent from a service provider in some interaction. The
b other observers to this event observe performance values
drawn from a Gaussian distribution with mean v and stan-
dard deviation σo. Each user agent updates its rating of a
service provider every time it either directly obtaining ser-
vices from it, or by observing the service provider providing
services to another user.

When a user agent i queries another user agent about the
performance of a given provider agent j, the queried agent
returns its updated performance value rt

ij , which is obtained
after t direct interactions or observations. We have consid-
ered both consistent and intermittent erroneous estimates
being reported by the unreliable users. The procedure for se-
lecting a service provider involves the following major steps:
• The algorithm has to decide how many other users to re-
quest reputations from. This is calculated as the minimum
integer such that the probability that the majority of the
users provide correct reputation estimates is larger than the
required guarantee, g [3]:
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• In contrast to our previous work where other users pro-
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vided boolean feedback, in the current context we process
real-valued ratings from other users. This provides a sig-
nificantly different research problem and requires the use of
more powerful learning techniques to be applied for separat-
ing the received ratings into two groups, one for the reliable
estimates and the other for the unreliable ones. This sepa-
ration is possible up to a certain extent under assumptions
about the source of erroneous ratings, e.g., all erroneous rat-
ings have similar causes. The separation of the groups can
be done without consideration of which group corresponds
to the correct/incorrect reputations. To subsequently label
the correct reputation group, we have to assume that a suf-
ficient number of users have been queried. To form the two
groups and to find the means and standard deviations of the
two respective Gaussian distributions, we use the EM algo-
rithm [1]1. The mean of the ratings from the larger group
is used as an approximation of the provider’s actual per-
formance. Based on our procedure to select the number of
users to query, the larger group will correspond to reliable
users only up to a fraction, g, of the number of time the
algorithm is executed.
• The algorithm has to determine the summary estimates
for the providers from the groups of correct estimates, and
finally selecting a provider to interact with. Our agent re-
quests service from the service provider with the highest
estimated rating.

3. EXPERIMENTAL RESULTS
We assume that ∀i, j, r0

ij = 0.5, i.e., user agents start off
with neutral estimates of provider agents. We performed a
series of experiments with 40 users and 40 service providers
by varying the number of unreliable users for different guar-
antee thresholds, the spread between the performance means
of high-quality (µH) and low-quality (µL) service providers,
the standard deviation in performance σp, the number of
agents who can observe an interaction, and the estimation
error of the number of unreliable users in the population,
i.e., the querying user agent believes there are less unreli-
able users in the population than the actual number. The
performance metric we have used is the average performance
delivered by the selected service providers over all such se-
lections. Results presented are averaged over 50 runs.

Figure 1 presents the average performance over all inter-
actions when the guarantee threshold is varied for different
number of unreliable users. For a guarantee threshold of
0.95 the agents appear to be able to withstand the increase
in unreliable user population until they become so numer-
ous that the required number of agents to query increases
beyond the population size. This happens at around l = 16.
The same trend is observed for other plots as well. Note
that with lower threshold guarantees, fewer users need to be
queried for the same number of unreliable users in the pop-
ulation. Hence, as seen from Figure 1 experiments could be
run for a larger number of unreliable user population. These
plots demonstrate that the selection procedure prescribed in
this paper works well and maintains a steady performance
even with increasing unreliable user population. The ro-
bustness of our simple probabilistic scheme was surprising
and encouraging at the same time.

1Space restrictions prevent us from presenting details of this
technical core of our work. We would be happy to entertain
any questions the reader has about this process
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Figure 1: Performance variation with different prob-
abilistic guarantee thresholds.

Our work is in some sense simpler than some of the social
reputation mechanisms [2, 4], but addresses a complemen-
tary problem of providing a probabilistic guarantee of se-
lection of service providers given only summary statistics of
the population distribution. As elaborate long-term model-
ing is not required, new agents to the community can imme-
diately start using the reputation-based trust mechanisms
without maintaining extensive history and knowledge about
the social network. Whereas performance can be improved
by modeling the trustworthiness of recommending agents,
the current work will enable user agents to make prudent
selections in volatile groups as long as the percentage mix
of unreliable and reliable user agents is only approximately
known. The model presented here is simple. It can easily be
enhanced to model the nature of user agents, e.g., whether
they can be trusted or not, etc. Also, agents may use pre-
conceived model about the distribution of provider perfor-
mances to identify erroneous estimates if they significantly
differ from the prior model. But each of these extensions
may limit the applicability of this mechanism, e.g., agents
must be in a system for some time before they can effectively
rate other agents or a new agent may not be effective in a
domain where their prior expectations are wrong.
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