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ABSTRACT
The rise of social media has opened up structurally dynamic
means of communication among humans. We are particu-
larly interested in how human agents may influence or be
influence by the topic flow of a conversation – and how intel-
ligent agents can use that information to model user behav-
ior. For example, some topics can be more agreeable to some
users than others, which would prompt responses contain-
ing the same topic. Other topics could ignite fierce debate in
which arguments and counter-arguments span many topics.
Social media websites such as Reddit and Twitter support
a distinct structure in which a single document (a tweet on
Twitter or a comment on Reddit) may have multiple dis-
tinct responses, so conversations have a tree-like structure
opposed to being linear.

We identify and classify the dynamics of topic flow in con-
versation. Our work explores the roles of topics in branch-
ing patterns in conversations that can have tree structures.
We evaluate some of the emergent topic patterns that ap-
pear when analyzing a real-world dataset from social media,
and analyze the effect of accounting for user identity in our
model.

1. INTRODUCTION
The rise of social media has lead to an ever-increasing

amount of data to analyze and an interest in understanding
the implicit meaning of that data. One of the most salient
aspects of social media is its conversational nature – com-
ments, posts, or documents are composed with the inten-
tion of being addressed to another post. Work on analyzing
dialogue in general focuses on decomposing discourse into
dialogue acts, which are more structurally-motivated com-
ponents, which is useful for intelligent agents that need to
communicate with a human to receive and perform instruc-
tions. Topic flows, on the other hand, deal with the actual
content of the post – for example, predicting how people
respond when a user makes a controversial comment.

In this work, we define our topics under the“bag of words”
assumption. That is, we ignore the ordering of words in each
document and focus solely on the presence and frequency of
words. This is a popular assumption in the machine learning
textual analysis, and can be found in simplistic word weight-
ing mechanisms such as Term Frequency-Inverse Document
Frequency (TF-IDF) and also in recent state-of-the-art prob-
abilistic topic models.

Many topic models assume that documents are indepen-
dent of each other, and do not take advantage of conver-
sational ties between documents. This assumption is par-

ticularly problematic for social media where posts are very
short and often refer, either directly or indirectly, to the
conversation they are involved in. To effectively categorize
topics in such systems, the conversational context must also
be accounted for in the topic model.

Several social media websites allow users under pseudony-
mous identities to discuss a number of topics with each
other. Platforms such as Twitter and Reddit enable con-
versations to have a tree-like structure: for example, if a
user writes a document (such as a Tweet or a Reddit com-
ment), other users can make multiple direct responses, but
a response can only respond to one “parent” document at a
time. Hence, conversations grow like trees.

The importance of context is illustrated in the following
conversation:

I Sort of serious question here.
Is he really just making shit up as he goes?
Are his cohorts also that stunningly deluded or, like the
banks with Donny’s bankruptcies, are they figuring they’ll
make a lot more money by playing along with his dense
motherfuckery instead of setting him straight?

I In a way,yes. It is not just ’him’ it’s all the lobbies
that sit behind the GOP. Gun, riot equipment manu-
facturers, **FOR PROFIT PRISONS** and corpora-
tions like Walmart.

I No. Once again, he is doing everything he cam-
paigned on.
None of what Trump has done should be a surprise,

if you were paying attention.

I It was stupid when he came up with it last year
and it’s stupid now. No one is surprised, but exas-
perated might be a good word to use.

Individual posts, such as the last one in this chain, are hard
to understand given their context. However, words from the
previous comment, such as “Trump” and “Campaign,” are
strong indicators of the last post’s topic.

Intelligent agents can use topic information to influence
conversations that improve social well-being. For example,
harassment on social media is a growing issue that needs an
effective automated approach to deal with the huge influx
of social media posts happening at all times. Using humans
to manually moderate conversations on social media is a
time-consuming task that is infeasible for larger platforms,
and inappropriate for things such as private conversations.
Report systems that classify content as harassment based on
reports can be easily abused to the point that they can be
used as a tool of harassment. Intelligent agents can respect



the privacy of users while also being efficient and potentially
more cost-effective. Such agents could identify topics that
encourage it, and directing harassers away from those topics.

Furthermore, topic flow can also be an important factor
in understanding the social behavior of users. We are par-
ticularly interested in identifying and understanding certain
classes of topic flow – do some topics end a conversation, or
are there cyclic patterns in topics that can be observed?
In situations where agents debate over topics, topic flow
can help identify common discussions and the popular ar-
guments/counterarguments involved.

Our work examines the role of topic flow in conversa-
tions by learning significant topics using an unsupervised
approach. We construct a simple topic model similar to pre-
vious models that is designed for tree-like conversations on
large social media outlets, and test it on a sample dataset
collected from the social media website Reddit. We then
analyze emergent topic flow patterns and discuss associated
user patterns.

2. RELATED WORK
Understanding human dialogue has been an important

challenge in the multi-agent literature for problems such
as negotiation [6] or mediation [1]. Dialogue has also been
used as a framework for information sharing via argumenta-
tion [3]. However, there has been little work on unsupervised
methods of clustering conversations. The capability to ef-
fectively identify such topics could help improve detection of
implicit preferences in recommender systems, for example.

Topic modeling spans a large number of specialized statis-
tical techniques to efficiently and effectively identify signif-
icant word associations. Many of these approaches use the
bag-of-words model formulation and ignore the ordering of
words in documents. In the domain of probabilistic models,
topics are often represented as distributions over words.

One of the simplest and earliest techniques of topic mod-
eling is known as the mixture of unigrams model. This
model supposes that each document has a single topic gener-
ated from a topic multinomial distribution π, and that each
topic for k = 1, . . . ,K carries a multinomial distribution
over words, φk. The popular approach to fitting a model
to data involves finding the maximum likelihood estimate
(MLE) of the model to the data.

Early models such as Probabilistic Latent Semantic Anal-
ysis (PLSA) extend the unigram mixture model by assuming
each document is drawn from an independent distribution
over topics [7]. PLSA is a mixed-membership model since
each ‘sample’ has its own distribution over topics. How-
ever, PLSA has often been criticized for not being a gener-
ative model, and as such it is impossible to infer the topic
distribution over new documents. Latent Dirichlet Alloca-
tion (LDA) [4] extends PLSA with a Bayesian formalization
by adding Dirichlet priors to the topic and word distribu-
tions. LDA and its variants have been widely used since the
Dirichlet prior can express the variability in topic and word
distributions that each document contains.

Analysis of human dialogue has been largely a supervised
classification problem of classifying content into “dialogue
acts” which may be starting a discussion, responding to an
argument, commenting on something, asking or answering
a question, etc [10]. Recently, Ritter et al. [9] presented an
unsupervised model that learns dialog acts using concepts
from LDA. One of the initial models in their work models

pure topic transitions using a Markov Chain approach, sim-
ilar to the model we will present in our paper. A similar
work by Yano et al. [11] uses topic modeling for comments
on blog posts, which has a tree structure to some extent, but
only supports one level of replies. Our model combines both
of these works in some sense by allowing a tree-like conver-
sation structure where transitions are solely dependent on
the topic of the parent document.

3. CONVERSATIONAL TOPIC MODEL
For the sake of simplicity, our topic model assumes that

each document is generated from a singular topic. Since
comments on social media communities like Twitter and
Reddit are short, we believe that there is little loss in the
expressibility of the model. Techniques for unigram mixture
models with latent topic transition probabilities have been
experimented on unsupervised dialogue act modeling [9] and
sentence-level document parsing [2]. We adapt the same
type of topic model for tree-structured conversations.

We assume that the topic of a reply to a source docu-
ment is dependent on the source topic. While this does not
apply to all types of conversational communities, particular
groups – such as those discussing politics – have discussions
that are driven by an argument-style nature. In a debate,
for example, back-and-forth arguments will often introduce
new ideas to support each side’s position. While our model
does not explicitly take into account the topic of siblings to
determine a document’s topic, the inference procedure de-
scribed below will take sibling topics into account, since the
shared parent’s latent topic is unknown. Replies indirectly
influence their sibling’s topic.

Let D = {d1, . . . , dn} be the set of documents that repre-
sent a series of independent conversations, and let B be the
n× n interaction matrix, where Bij = 1 iff dj is a response
to di. Furthermore, let W = {w1, . . . , wm} be the set of
words used among the documents and C be the n×m con-
versation matrix, where Cip represents the number of times
wp appears in di. Finally, suppose there are K latent topic
classes. Documents are generated as follows:

1. For the ith document:

(a) If it is a root, choose a topic zi ∼ Multinomial(π)

(b) If it is a response to dj , choose zi ∼ Multinomial(Azj )

2. For each word wp, p = 1, . . . , Ni, the particular word
wp ∼ Multinomial(θz)

Where π is the K×1 initial topic distribution vector, A is
the N×N topic transition matrix, and θ is the K×M word
distribution matrix, where θkp represents the likelihood of
drawing wp from the kth topic distribution.

Expectation.
Like the forward-backward algorithm for HMMs, condi-

tional independencies can be exploited to significantly re-
duce the computational cost of tree inference. We opt to
use Pearl’s belief propagation algorithm for trees [8], which
is an exact inference method that runs in linear time. We
refer to our distribution over latent topics as the N×K ma-
trix Q. Since expectation is performed on a large number
of independent trees, the construction of Q can be highly
parallelized.



Figure 1: A sample conversation classified using our topic
model. Italics represents words with some correlation with
the topic, and bold represents a stronger correlation. The
percentage on the left of the topic name represents our con-
fidence in the comment having that topic.

Maximization.
Maximization of the model parameters is similar to the

EM implementation in [9]. Given the expectation matrix Q,
the corresponding maximization step is:

πk =

∑
i∈S Qik

||S|| (1)

where S is the set of source documents, that are not a re-
sponse to any other document in the corpus. Maximization
of A and θ can be expressed as the matrix equations,

A ∝ QᵀBQ, (2)

θ ∝ CᵀQ. (3)

Since B and C are very sparse, the matrix product equations
can be made to be much more efficient.

3.1 User Clustering in a Topic Model
One important aspect of a conversational topic model is

its user-oriented nature. The former model assumes that
there is a general transition model between topics that each
document follows. However, the user that creates a reply
will influence what topic they respond with. For example,
suppose two users respond to a post about a scene in a
film. One user might write a response that focuses on the
characters in the scene, while another focuses on the use of
camera. We are interested in constructing a topic model
that captures the differences between the two users that is
equally easy to learn. For this problem, we assume each
document in the corpus also has the identity of its author.

It would be ideal to develop a separate transition model for
every author of posts in the network. However, the number
of parameters needed to specify a transition model is K(K+
1), for unique π and A parameters. Therefore, we would
much more than K(K + 1) posts from each user to reliably
develop a topic transition model. Rather, we assume that
user behavior can be clustered in several groups, where each
group has consistently similar behaviors. Suppose that there
are G user groups for U users, and each user is associated
with a single group.

We make a simple modification to our model – for each
document di, the author ui has an associated group, gui .

The topic for di is chosen using A(gui
), π(gui

) as parameters.
While the change to the model itself is minimal, we has to
dramatically change the inference procedure.

To perform inference on this problem, we need to estimate
the marginal latent variable distributions. Unlike the last
problem that could be characterized as a singly connected
tree, if a single user has two posts inside a single conversa-
tion, the problem will lose that singly connected property.
General inference on multiply connected networks is gener-
ally NP-complete and must be approximated.

One of the most popular methods of approximate infer-
ence is Gibbs sampling [5]. Latent variable probabilities are
estimated by assigning random initial values to each latent
variable, and then repeatedly updating single latent vari-
ables by sampling from their conditional probability distri-
bution, given all latent variable assignments. It has been
proven that aggregating the observations from this method
converges to the true latent variable marginal probability.

However, Gibbs sampling is slow for our model since it is
costly to compute conditional probability distributions, and
the number of samples needed to produce reliable estimates
is high. Instead, we use an approximation method similar to
conditioning [8]. This procedure works by breaking the in-
ference problems into two sub-problems. The individual in-
ference problems on computing latent topics and latent user-
group associations are individually singly-connected networks
for which inference can be computed exactly. Suppose that
q(z) is the latent topic distribution, and r(y) is the latent
user-group distribution. Then a natural method for estimat-
ing the likelihoods would be the iterative process

q(n+1)(z) =
∑
y∈Y

P (Z, Y ) =
∑
y∈Y

P (Z|Y )P (Y ) (4)

= Er(n) [P (Z|Y )] (5)

r(n+1)(y) = · · · = Eq(n+1) [P (Y |Θ, Z)] (6)

until they converge. In this case, the computation of equa-
tion 4 can be done by slightly modifying Pearl’s message
passing algorithm from earlier, and equation 6 can be easily
estimated since it is a 1-level tree.

If q or r are the true marginal distributions, then this
equation will compute the exact marginal distribution for
the other term.

Empirically, this method converges very quickly when used
within the EM algorithm. We have noticed that it converges
the slowest for the first step of EM, when parameters are
initialized to random values and the latent variable distri-
butions are also random estimates. However, in later steps
of the EM algorithm, the error reduces by several magni-
tudes. The iterative procedure stops when the magnitude
of change over both q and r falls below the threshold value
0.001.

Maximization is very similar to the previous problem. Let

T
(g)
ik = QikRuig, where R is the U ×G matrix that is drawn

from the latest values from r. Then, the update rules are:

π
(g)
k ∝

∑
i∈S

T
(g)
ik (7)

A(g) ∝ QᵀBT (g)ᵀ (8)

θ ∝ QᵀC (9)



The complexity of the maximization update is similar to the
original model – but the iterative inference process takes
several times longer, since inference must iterate about 4-5
times before converging, after each EM update.

4. DATASET
We collected comment data from the social media web-

site Reddit1, which is a link-sharing forum where users can
communicate using pseudonymous identities. Reddit hosts
a number of communities, called “subreddits”, where discus-
sions can focus on particular subjects such as science, poli-
tics or hobbies. Our work focuses on the politics subreddit,
which is a general discussion forum for US politics.

We chose Reddit because it encapsulates many features
of conversation-based topic flow that we were interested in
modeling: communities like politics are very issue-driven,
and topics can be identified by a set of key words. Further-
more, these communities are strongly discussion-oriented,
and conversations can span many replies and go into some
depth. Finally, Reddit’s social network structure is strongly
associated

We scraped approximately 170,000 comments from the
most popular posts on Reddit post-inaguration. Conversa-
tion trees with 5 or fewer comments in them were removed
from the dataset. On Reddit, users are also allowed to disas-
sociate themselves from a comment they authored and can
delete a comment completely. These comments, and all sub-
sequent replies, were removed. A conversation on Reddit is
a collection of comments that are tied together as replies to
each other in some way. We automatically removed any con-
versations with 3 or fewer comments in them. We filtered
out text in the remaining comments by removing common
stopwords and stemming all words, which are standard text
analysis techniques that can help eliminate noise and avoid
having different forms of the same word respectively. Addi-
tionally, any extremely common (more than half of the com-
ments) and extremely uncommon (10 or fewer comments)
words were filtered out, as a simple measure of reducing
noise. On websites like Twitter, the limit on characters often
leads to using abbreviations and slang for common terms [9].
Since Reddit has virtually no limit on the length of the com-
ment, we found that such slang and abbreviations were less
common and did not do any additional processing. The final
Reddit dataset had 130,648 comments and 9,122 words.

In total, there were 4487 conversations in the filtered dataset.
Many conversations could span hundreds of comments. How-
ever, the length of discussions was fairly short – ‘tail’ com-
ments that had no subsequent replies composed 65,486 com-
ments which is about half of the dataset.

5. EXPERIMENTAL RESULTS
For the simple topic model, we manually tried out several

values of K and chose K = 30 empirically. For the user-
group topic model, we found that G = 3 with the same
number of topics was the most convincing result.

A sample conversation that was provided to our model is
included in Figure 1. Word strengths are computed using
the value p(zk|w), where zk is the kth topic and w is the
word of interest. This probability is ideal since it represents
how unique a word is to the topic; the higher p(zk, w) is, the
more likely that any random document selected containing

1https://www.reddit.com

that word will also be classified with topic zk. We can easily
compute p(zk|w) using Baye’s theorem:

p(zk|w) ∝ p(w|zk)p(zk) = θwk

∑
i

Qik. (10)

We will discuss some general statistics about the dataset.
There was a large variance in the topic distribution on root
and tail topics. Comments under Topic 26 had the highest
likelihood of being a root topic at 6%: this topic was mainly
about news outlets and Trump. Topic 11 was the least likely
to be a root topic at 0.6%, and was mainly about guns.

Topic root likelihoods had little correlation with the num-
ber of comments a particular topic had. The topic with the
most comments by a far margin had a 2% root topic likeli-
hood, for example. The average “depth” of the conversation
also did not have a direct correlation with the root probabil-
ity. We say that the depth of a conversation is the maximum
length of a chain of replies that starts at the root comment.
For the guns topic, the average depth of the conversation
was about 6.4 comments. The news outlets topic, on the
other hand, had an average depth of about 3.7. The depths
of other topics varied between 3 and 6.

5.1 Characterizing Topic Flow
We generalize topic flows by aggregating all conversation-

level transition statistics into a directed graph, shown in
Figure 2b. Edges on the graph from topic node x to y rep-
resent that the likelihood of that transition occurring, as
given by the topic transition matrix A, was greater than our
threshold parameter γ. We chose to use γ = 0.01 since it
captured a good part of the network structure while only
representing edges that were highly probable of occurring.
Larger topic nodes on the network represent those with a
high likelihood of transitioning towards themselves.

The topic flow network exhibits several scale-free proper-
ties. The probability of transitioning to a new topic from
each topic is shown in Figure 2a – the density distribution
loosely follows a power-law distribution. ”Hub” topics such
as topic 27 and 18, which had many incoming edges, also
had a large number of outgoing edges and a smaller prob-
ability of self-transitioning. Topic 27 was on international
politics and military conflict. Topic 18 dealt with the con-
stitutionality of Trump’s actions and the US immigration
ban. Based on analysis of several different conversations,
these topics appeared often because one argument subtree
would shift towards these topics, such as discussing Trump’s
competency as a leader or reacting to distinct incidents.

One of our beliefs about topic flow was that topics would
emerge to follow an argument-structured pattern such as
“Topic A→Topic B→Topic A”. However, in our analysis of
all such triples on the data, such a pattern appeared in only
about 2.3% of posts. This weakness appears because the
topic model only accounts for the appearance of words in a
conversation, and not their ordering. For example, in con-
versations on gun control, it was common to see both sides
of an argument assigned the same topic because they both
mentioned gun-related words.

5.2 User Trends
We initially focus on particular user trends in the origi-

nal conversational topic model, and then offer some prelim-
inary discussion on results from the explicit user-grouping
model. Even though our dataset represented a small snap-
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Figure 2: Topic flow network
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topics.

shot of community discussions, approximately one thousand
users had participated in 10 or more different conversations.
Unexpectedly, users did not consistently speak in one topic
during a discussion. In Figure 1, a sample conversation is
shown where there is a shift from Topic 18 to Topic 16. Two
of the users, User A and User B had comments associated
with both topics in their discussion. We observed more of-
ten that when a conversation shifted towards another topic,
subsequent conversation would remain on the same topic for
some time. This is because the nature of our topic model
was not granular enough to capture the intricacies of such
discussions, and rather captured the main subject of discus-
sion.

Furthermore, users were fairly diverse in the topics they
covered. Figure 3 shows the distribution of users by the
number of topics that their comments have been attributed
with. This was collected among users that had participated
at least one in 10 or more conversations, and then aggre-
gating unique topics that they had commented with on 10
randomly sample conversations from those they had partic-
ipated in. The distribution is similar to a binomial distribu-
tion – which suggests that users are less prone to discussing
only one subject, but will choose from a range of topics that
interest them.

To see if the user-grouping model would perform well
on a dataset of this type, we tested it and evaluated the
groups formed. Unfortunately, only about 10% of users were
strongly correlated with one group (that is, 10% of users had
a more than 50% likelihood of being associated with a sin-
gle group). This is likely because of the similar pattern in
how users behaved on this dataset – the majority of replies
shared the same topic as their parent, so there was not much



difference in the user models generated by the groups.

6. CONCLUSIONS
We present an unsupervised topic model that captures

the flow of tree-structure conversations, which have become
prevalent on many social media analysis, and then analyze
the relationship between user behavior and topic flow. Early
results give a promising outlook on the significance of under-
standing topic trends, and there seems to be some common
topic trends that run through any conversation. Users also
were fairly diverse with the topics of their comments, which
suggests that users in the community are interested in a wide
range of subjects rather than being focused on single issues.

There are some natural extensions to this work that we
have noticed in the development and analysis of our topic
modeling framework. First, while the topic model seems
effective for shorter comments, some Reddit communities
have comments that carry several hundred words with them,
and may be more suited towards models similar to PLSA and
LDA that assign topics to each word in a document rather
than to the entire document. Furthermore, while our model
does account for the user part, we were unable to find an
appropriate dataset for the user-group topic model. In the
future, we would like to test our topic model on data sets
that would not have a strong topic self-loop property.

Another potential application of topic flow modeling would
be in unsupervised clustering of arguments in a discussion-
driven community. For example, for our political dataset,
this would involve detecting arguments in favor of/against
subjects such as gun control, and then learning how argu-
ments will flow from subject one to another. We had hoped
that our current model would be able to detect such pat-
terns, but the bag of words assumption had a significant
impact on the topics formed. In many discussions, both
“sides” of an argument would often be classified with the
same topic since they would mention the same words, and
topics would then encapsulate both sides of the argument.
To be able to capture argument-aware topics, it is possible
that the incorporation of sentiment on words in the dataset
could improve classification.
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