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Abstract

Cyber-harassment is an alarming issue with widespread use of social media. These online communication and information sharing platforms not only empower people to express their views and share their opinions but also reveal an abundance of unfortunate intimidatory and hateful aggression towards individuals. Cyber harassment is an aggressive and unwanted online behavior that thrives on its intimidation of a victim. The behavior is typically frequent and repeated over time, but can also occur as an isolated incident. These nasty and often coordinated victimizations of individuals have significant social costs ranging from social ostracism to opinion marginalization and suppression can have individual health costs ranging from anxiety and depression to severe outcomes such as suicide ideation. The recent study [Duggan, 2014] by the Pew Research Center found 40 percent of adult Internet users have experienced harassment online, with young women enduring particularly severe forms of it. A number of computational studies have developed automated mechanisms for detection of unwarranted victimization and harassing attacks on social network and microblogging platforms. We believe, however, that there is a compelling need for a more comprehensive suite of detection and intervention mechanisms that is grounded in a well-founded theory of human aggressive and predatory behavior. In this paper, we propose some new mechanisms detects different categories of harassment that appears on social media and compare them with other existing techniques.

1 Introduction

The rapid development of online communication and information sharing platforms and the enthusiastic participation of the newly empowered citizens have enabled peer-to-peer communication at unprecedented scale and diversity. Social media engagement has become an issue of increasing social, economic and political importance. Individuals freely participate and express their views and opinions on diverse topics at times and from locations at their convenience. Millions of posts, in the form of texts, images, and videos, appear daily on popular websites and social media such as Facebook, Instagram, Twitter, YouTube, Tumblr, etc. Authors of those posts write about their life, share opinions on a variety of topics and discuss current issues. Hence, these sites have become valuable sources of people’s opinions and sentiments for businesses, researchers, and policymakers as more and more users post about services they use or express their political and religious views. According to a report by Pew Research Center, 69% of American adults used social networking sites in 2017, in contrast to only 5% using those sites in 2005 [Center, 2015]. Whereas these new communication channels, such as online social networks and news sharing sites offer myriad opportunities for knowledge sharing and opinion mobilization, they reveal an abundance of unfortunate intimidatory and hateful aggression towards individuals targeted [Willard, 2006] because of their identities or expressed opinions. These nasty and often coordinated victimizations of individuals have significant social costs ranging from social ostracism to opinion marginalization and suppression, and can cause severe individual health detriments such as anxiety, depression, and suicide ideation [Paul et al., 2002]. A recent study [Duggan, 2014] found that 40% of adult Internet users have experienced online harassment with young women enduring particularly severe forms of it. 38% of women who had been harassed online reported the experience could be described as extremely or very upsetting. The U.S. Department of Justice statistics suggests that 850,000 American adults, mostly women are targets of cyberstalking each year, and 40% of women have experienced dating violence delivered electronically [Atlantic, 2014]. Victims of such online attacks are often minority groups or individuals voicing dissent, covering controversial topics essential for a democratic society, and raising awareness of uncomfortable information [Bernstein, 2014]. A study of female journalists examining off-line and online harassment found that two-thirds of the respondents reported acts of intimidation, threats, and abuse related to their work [Barton and Storm, 2014].

While several computational studies have developed automated mechanisms for detection of unwarranted victimization and harassing attacks on social network and microblogging platforms [Nobata et al., 2016; Yin et al., 2009;
Sood et al., 2012] more comprehensive detection and intervention mechanisms that are grounded in well-founded, interdisciplinary theory of human aggressive and predatory behavior is needed. The goal of this paper twofold: (a) develop a nomenclature to characterize the different types of hateful and abusive rhetoric that is common online, (b) develop a range of Computational tools that can autonomously categorize individual communications and group predatory behaviors.

2 Background

Prior work on harassment detection spans several fields and several web platforms have been used as domains for detection which include: Twitter, Facebook, Instagram, Yahoo!, YouTube Different platforms have unique purpose and content and may, therefore, display different subtypes of hate content. For instance, one should expect quite different types of hate content on a platform catering to adolescents than on a web-platform used by a wider cross-section of the general public. Manual analysis of data and establishment of relationships between multiple features are often error-prone. Machine learning has been used to address this issue.

In [Yin et al., 2009], a supervised classification technique is used along with local, sentimental and contextual features extracted from a post using Term Frequency-Inverse Document Frequency (TF-IDF). The classification technique is conjugated with n-grams and other features, such as incorporating abusiveness, to train a model for detecting harassment. A significant improvement over the general TF-IDF scheme is observed while adding the sentimental and contextual features. In [Sood et al., 2012], Support vector machines (SVMs) were used to learn a model of profanity using the bag of words (BOW) approach to find the optimal features to be incorporated. In [Noe et al., 2015], a model to automatically detect incidents of cyberbullying over images in Instagram is presented. A collection of sample Instagram posts consisting of images and their associated comments have been used as a dataset. They demonstrate a Linear SVM classifier can significantly improve the accuracy of identifying cyberbullying by incorporating multi-modal features from the text, images, and metadata for the media session. In [Zhong et al., 2016], developer a method for detecting cyberbullying in comments following shared images on Instagram. For classification, they have used SVM with an RBF kernel and various feature sets. They have used Bag of Words, offensiveness score, LDA-generated topics from image captions, Clusters generated from outputs of a pre-trained Convolutional Neural Network over images is used for generating the feature set. Leveraging the features of the posted images, captions, and comments they achieved an accuracy of 93% to classify comments that contain bullying. They achieve an accuracy of 68.55% in the detection of images prone to cyberbullying.

A sentiment analysis based classifier [Gitari et al., 2015] detects the presence of hate speech in web discourses such as web forums and blogs. It abstracted the hate speech into three main thematic areas of race, nationality, and religion. This model can identify subjectivity and rate the polarity of sentiment expressed in a given sentence.

Most of the research studies that we have come across have mostly focused on the binary classification of harassment as a communication is either harassment or not. Cyber Harassment is not a binary concept. Cyber harassment can be any form of interpersonal aggression sent using the web that may convey hostility, humiliation, insults, threats, unwanted sexual advances to a target. Cyber harassment behaviors can include offensive name-calling, attempts to embarrass, physical threats, stalking, gender harassment, unwanted sexual attention, sexual coercion, denigration, impersonation, flaming. As there is a gap between psychological concepts and computational models and concepts of what constitutes cyber harassment, training computers for comprehensive harassment detection is challenging. The goal of this paper is to remove this disconnect and leverage computational and Psychological approaches to identify different harassment categories and refine them using automated mechanisms, crowdsourced feedback, surveys and statistical techniques. The goals of this paper to build effective detection algorithms to identify harassment based on the identified categories.
3 Social Media Harassment Categories

A standard definitions of online harassment and aggression does not exist, but most definitions include the following key components: (1) unwanted behavior that occurs through electronically mediated communication (2) Behavior which violates the dignity of a person by creating a hostile, degrading, or offensive environment [Bosssel et al., 2012]. Behaviors can include offensive name calling, attempts to embarrass, physical threats, stalking [Duggan, 2014], gender harassment, unwanted sexual attention, sexual coercion, denigration (sending harmful or cruel statement about a person to other people online), impersonation (pretending to be another person in order to make that person look bad), flaming (sending angry, vulgar or rude messages about an individual through an online, public forum), and exclusion (the exclusion of an individual from an online group) [Staude-Müller et al., 2012]. Definitions vary in terms of whether the behavior must occur multiple times, intentionally cause harm, and/or involve a perpetrator known to the victim [Duggan, 2014]. In [Newman et al., 2016] have emphasized the need for clear definitions in research for the field to progress. Much of the current literature examining offline harassment require knowledge of a perpetrator’s intentions, which while difficult to discern in offline environments are almost impossible to confirm in a computational behaviorally based model. For this reason, online harassment as currently understood does not exist, but most definitions include the following key components: (1) unwanted behavior that occurs through electronically mediated communication (2) Behavior which violates the dignity of a person by creating a hostile, degrading, or offensive environment [Buckels et al., 2014]. Further complicating an understanding of harassment is the variability in how harassment is perceived. Many definitions require the victim to view the behavior as offensive or threatening [Gidro et al., 2016]. Understanding a victim’s reaction is equally as difficult as discerning a perpetrator’s motive when researchers are unable to directly communicate with the victim.

To understand different types of online harassment, a nomenclature was prepared containing different categories of cyber harassment that was paired with an associated vocabulary. The initial category list was generated from existing literature in psychology and listed as following: (i) other/general harassment (ii) cruel statements (iii) religious/racial/ethnic slurs (iv) harassment based on sexual orientation (v) sexual harassment (vi) threats of physical harm/violence (vii) multiple types (viii) non harassment.

4 Harassment Data set

We chose the Twitter platform for data scraping, using Twitter’s streaming API, tweets matching to the keywords associated with the initially identified categories are collected and stored in underlying MySQL database. As real-world data is often incomplete, inconsistent and likely to contain errors, collected data were cleaned and pre-processed to facilitate the research. After pre-processing the, 5230 out of 8000 collected tweets were usable. Then each tweet is coded by three labelers to make the data labeling more reliable. The result of the labeling is presented in the table 1. Almost 45% of usable data are categorized as non-harassing or do not fit into any given categories. We also observe that some of the categories have insufficient data for classification.

5 Related Research Work

We build a labeled dataset that contains data from different categories. We use this labeled data and apply some of the state-of-the-art supervised learning algorithms such as Naive Bayes classifier, Etree and Support Vector Machine and proposed cluster-based categorization method to train and evaluate classification models for the target categories.

While constructing the Feature Vector for the state-of-the-art algorithms, we use two standard methods, which are (i) TF-IDF (ii) Count Vector and two methods built using the concept of Word2Vec [Kusner et al., 2015] modeling: (i) Embedding and (ii) Embedding with TF-IDF.

TF-IDF [Salton and Buckley, 1988] or Term frequency-inverse document frequency is a widely-used approach in relevant document searching, text mining and information retrieval applications. TF-IDF weight is a statistical measure used to evaluate how important a word is to a document in a collection or corpus. The importance increases proportionally to the number of times a word appears in the document but is discounted by the frequency of the word in the corpus. The TF-IDF weight is typically composed of two terms: the first computes the normalized Term Frequency (TF), the number of times a word appears in a document, divided by the total number of words in that document; the second term is the Inverse Document Frequency (IDF), computed as the logarithm of the number of documents in the corpus divided by the number of documents where the specific term appears. Term Frequency, TF: TF measures how frequently a term occurs in a document. Since documents can vary widely in length, it is possible that a term would appear many more times in long documents than shorter ones. Hence, the term frequency is often normalized by the document length, i.e., the total number of terms in the document: $T_F(t) = \frac{t_d}{T_d}$, where $t_d$ is the number of times term $t$ appears in a document and $T_d$ is the total number of terms in the document. Inverse Document Frequency, IDF, is a measure of the importance of a term. While computing TF, all terms are considered equally important. However, it is known that certain common terms, such as “the”, “is”, “of”, and “that”, may appear frequently but have little importance. Hence, the weights of frequent

<table>
<thead>
<tr>
<th>Table 1: Result of Data Labeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
</tr>
<tr>
<td>-------------------------------</td>
</tr>
<tr>
<td>General harassment</td>
</tr>
<tr>
<td>Religious/racial/ethnic slurs</td>
</tr>
<tr>
<td>Sex/ gender</td>
</tr>
<tr>
<td>Multiple types</td>
</tr>
</tbody>
</table>
terms are discounted while that of the rare ones are increased: 

\[ IDF(t) = \frac{D}{D_t} \]

where \( D \) is the total number of documents and \( D_t \) is the number of documents containing term \( t \).

Unlike TF-IDF, no prior dictionary is needed in Countvector. It converts text documents to a matrix of the token(word) counts. This mechanism produces a sparse representation of the counts as there is no apriori dictionary, the number of features will be equal to the vocabulary size found by analyzing the data.

For the next two feature construction methods: (i) Embedding (ii) Embedding with TF-IDF, we use Word2Vec method. In Word2vec modeling, a two-layer neural net processes text and represents a set feature vector for each word in the text. The usefulness of Word2vec is to group the vectors of similar words together in vector space. Word2vec creates vectors that are distributed numerical representations of word features such as the context of individual words. Word2vec detects similarities between two words mathematically. Semantic vectors provided by Word2Vec preserve most of the relevant information about a text while having relatively low dimensionality which allows better machine learning.

Word2Vec model is built on standard Google NLP data set as well as the labeled data set. From the model, a dictionary is derived which maps each word to a 100-dimensional vector. These vectors are then used to build the features.

For the Embedding method, we build a feature vector by averaging the word vectors for all the words in a text.

In the Embedding with TF-IDF we apply the TF-IDF weighting scheme on top of Embedding to highlight the importance of the word. In this scheme, if a word was never seen, it would be at least as infrequent as any of the known words. So the default IDF is the max of known IDF’s.

We have used Support Vector Machines (SVMs) as one of the classification algorithms to categorize the data. Classification of text data suffers from the curse of high dimensionality, fewer irrelevant features (features that can be discarded) and sparsity of document vectors. SVM can handle large feature spaces as it uses over-fitting protection which does not depend on the number of features.

One way to avoid these high dimensional input spaces is to assume that most of the features are irrelevant. Feature selection tries to determine these irrelevant features. Unfortunately, in text categorization, there are very few irrelevant features. SVM combines many features to learn a dense concept to overcome this challenge of text classification. For each document, the corresponding document vector contains only a few entries which are non-zero as the document contains a very small subset of the entire vocabulary. We regularized linear models with stochastic gradient descent (SGD) learning: the gradient of the loss is estimated for each sample and the model is updated along the way with a decreasing strength schedule. We use all the four feature construction methods and compare the results.

Naive Bayes classifier requires a small amount of training data to estimate the necessary parameters which makes it extremely fast compared to the others. Naive Bayes helps to alleviate problems stemming from the curse of dimensionality. Multinominal Naive Bayes implements the Naive Bayes algorithm for multinomially distributed data and is one of the two classic Naive Bayes variants used in text classification. The multinomial Naive Bayes classifier is suitable for classification with discrete features and hence is quite effective for text classification. The other classic Naive Bayes variant is Bernoulli Naive Bayes which is used for data that is distributed according to multivariate Bernoulli distributions; i.e., there may be multiple features but each one is assumed to be a binary-valued (Bernoulli, boolean) variable. Therefore, this class requires samples to be represented as binary-valued feature vectors; if handed any other kind of data, a Bernoulli Naive Bayes instance may binarize its input. We use all four Feature Vector construction mechanisms to classify the labeled dataset, for both the variants.

We have also used extra-trees regressors that fits a number of randomized decision trees on various sub-samples of the dataset as a meta estimator and use averaging to improve the predictive accuracy and control over-fitting. The algorithm uses the perturb-and-combine techniques designed for trees. This means a diverse set of classifiers is created by introducing randomness in the classifier construction. The prediction of the ensemble is given as the averaged prediction of the individual classifiers. In Extra-Tree Classifier, randomness goes one step further in the way splits are computed. Like random forests, a random subset of candidate features is used, but instead of looking for the most discriminative thresholds, thresholds are drawn at random for each candidate feature and the best of these randomly generated thresholds is picked as the splitting rule. This reduces the variance of the model at the expense of a proportional increase in the bias. The main parameters to adjust when using this classifier is the number of trees in the forest. A higher number of trees is better, although it will result in an increase in computational time. Additionally, beyond a critical number of trees, there will be no improvement in the performance. The size of the random subsets of features to consider when splitting a node is also a very important parameter. Here, a smaller size of the random subsets of features, results in a reduction of variance at the cost of an increase in bias.

6 Proposed Approach

In this section, we will introduce our new Word2Vec based text classification approaches. In particular, we propose two variations of cluster center based classification algorithm: one using a new vector weighing mechanism and the other adapting Word Movers Distance for cluster based classification.

To train a Word2Vec model we combine all text in the standard Google NLP data set [Mikolov et al., 2013] with the labeled harassment dataset that we have coded. The Word2Vec model generator builds a dictionary of words which maps each word to a \( n \)-dimensional vector (we chose \( n = 100 \)) where words with similar meaning are mapped in the same neighborhood. We use this dictionary to form a semantic vector representation of each tweet.

6.1 Weighted vector clustering

In this variation of the algorithm we use a weighted Word2Vec representation. For a given tweet, we calculate the average of the weighted vectors for all the words in the tweet.
Algorithm 1 Cluster Based Classification

1: procedure TEXT REPRESENTATION(tweets,C)
2:     WV = []
3:     for do t ∈ tweets
4:         c = C[t]
5:         for do w ∈ t
6:             WV[w] = Weight(w, t, c) * Word vector(w)
7:     procedure TRAINING DATA(C, train tweets)
8:         for do n = 1 to |C|
9:             Cluster[n] = []
10:        for do t ∈ train tweets
11:            V = []
12:               for do w ∈ t
13:                   V.append(WV[w])
14:            vector = Average(V)
15:            Center[c].append(vector)
16:        Center = []
17:        for do c ∈ Cluster
18:            Center[c] = Average(Cluster[c])
19:     procedure TESTING(C, test tweets)
20:        for do t ∈ test tweets
21:            V = []
22:               for do w ∈ t
23:                   V[w] = Weight(w, t, c) * Word vector(w)
24:            weightedt = Average(V)
25:            dist[c] = distance(weightedt, center[c])
26:        Label[t] = arg min_c∈Cluster dist[c]

The distance between vectors corresponding to tweets that are semantically similar should be low as Word2Vec maps similar words to nearby points on a vector space.

In the training phase, we know the category c of an input tweet t. For calculating the weight of a word, w ∈ t, we use the ratio of inverse document frequency of the word for the particular cluster that the word belongs to and the inverse document frequency of the word for overall data set:

\[ Weight(w, t, c) = \frac{IDF_{class}(w, t, c)}{IDF(w, t)} \]

where \( IDF_{class}(w, t, c) \) is the inverse document frequency of the word w for the particular cluster c

\[ IDF_{class}(w, t, c) = \frac{n_c}{n_c,t} \]

where \( n_c \) is total numbers of tweets present in cluster c, and \( n_{c,w} \) is number of tweets in the cluster c with term w in it. We also calculate the Inverse Document Frequency of t:

\[ IDF(w, t) = \frac{T}{T_w} \]

where T is the total number of tweets and \( T_w \) is the number of tweets with the term w in it. In the training phase, we use the tweets for each class in training set to construct a cluster for that class. We calculate the weighted vector representation of the center of each cluster by averaging the weighted vector representation of all the tweets contained in that cluster.

In the testing phase, for each tweet in the test set, we calculate the distance between the center of each of the clusters and the weighted representation of the tweet. The weighted vectors of the words in a tweet are calculated based on the clusters. Then we calculate the distance between the center and weighted representation of the tweets, we choose the cluster which has minimum Euclidean distance.

One of the critical design choices of this algorithm is the choice of the distance measure between any two vectors. For the above algorithm, we have used Euclidean Distance to calculate the distance between the weighted vector representations. The algorithm is present in Algorithm 1.

6.2 Cluster Vector Algorithm

In this variant of the cluster based classification algorithm, we used vector representation without any weight. In particular, we used Word2Vec model to represent each word of the tweets. From this model, we get a dictionary which is mapping each word to a n-dimensional vector (we chose \( n = 100 \)). We obtain a semantic vector representation for a given tweet by averaging the semantic vectors for all the words contained in the tweet.

In the training phase, we use the tweets in training set to first construct cluster for each of the categories. We calculate the vector representation of the center of each cluster by averaging the vector representations of all the tweets present in the cluster. We then find a given \( \tau \) number (we chose \( \tau = 3 \)) of closest tweets to the center of each cluster and these set of tweets are used as a representation of the cluster.

In the testing phase, for each tweet in the test set, we calculate the average distance between the tweets representing the center of any of the clusters and the tweet. We use Word Mover’s Distance (WMD) [Kusner et al., 2015] to calculate the distance between two tweets. WMD measure the dissimilarity between two text documents as the minimum amount of distance that the embedded words of one document need to move to reach the embedded words of another document. The cluster which has minimum average WMD distance with test tweet is considered to be its label. The algorithm is presented in Algorithm 2.

7 Results and Discussion

We employed the four feature construction mechanisms that we discussed earlier to train the classifiers. These mechanisms are: (i) Embedding: I, (ii) TFIDF embedding: II, (iii) Count-vector: III, and (iv) TF-IDF: IV. We used the labeled data set to train Multinomial and Bernoulli Naive Bayes classifier, Support Vector Machine, Etree classifer and both of our proposed algorithms. Finally these classifiers were evaluated for the target categories. To test algorithms, we compare their accuracy on the same dataset but in three different scenarios:

Binary Dataset, DSI: We constructed a binary data set from the labeled data set: all the tweets which fall into one of the preassigned harassment categories we consider to be of label ‘1’ and all the tweets to be of label ‘0’.
Algorithm 2 Cluster Based Classification

1: procedure TRAINING DATA
2: for do $n \in$ number of cluster
3: \hspace{1em} $\text{Cluster}[n] = []$
4: for do $t \in \text{train tweets}$
5: \hspace{1em} $v = []$
6: for do $w \in t$
7: \hspace{2em} $V.\text{append}(\text{WordVect}(w))$
8: \hspace{1em} $\text{vector} = \text{Average}(V)$
9: \hspace{1em} $c = C[t]$
10: \hspace{1em} $\text{Cluster}[c].\text{append}(\text{vector})$
11: \hspace{1em} $\text{Cen} = []$
12: for do $c \in \text{Cluster}$
13: \hspace{2em} $\text{Cen}[c] = \text{Average}(\text{Cluster}[c])$
14: for do $n \in$ number of cluster
15: \hspace{2em} $\text{Center}[n] = \text{the tweet closest to cen}[n]$
16: procedure TESTING
17: for do $t \in \text{test tweets}$
18: for do $n \in$ number of cluster
19: \hspace{2em} $\text{dist}[n] = \text{WordMoversDistance}(t, \text{center}[n])$
20: \hspace{2em} $\text{Label}[t] = \text{min}(\text{dist})$

Multi-class - Non-Harassment dataset, DSII: In the second scenario we only considered the tweets which fall into one of the preassigned harassment categories. Which means the data set does not contain any tweets labeled as non-harassing.

Full Dataset, DSIII: In this case we considered all the labeled tweets.

To evaluate the classifiers, we used 10-fold cross-validation and calculated average accuracy. The results of the algorithms on the three data sets are presented in Table 2, with the best result of each dataset in bold.

For DSII, the cluster based algorithm with weighted vector achieved the maximum accuracy of 72.23%. While the cluster based algorithm with WMD achieved 69.56% accuracy. Both the variations of the Naive Bayes algorithm achieved around 70% for most of the feature construction mechanisms. Bernoulli Naive Bayes with Tfidf embedding achieved 71.71% of accuracy. Other than that, SVM with Tfidf achieved 71.85% and classifier with embedding achieved the accuracy of 71.21%. SVM with Embedding performed worst among all the algorithms and all the configurations.

For DSIII, SVM with TF-IDF performed the best by achieving an accuracy of 77.71%. Etree classifier with TF-IDF achieved 76.79%. Bernoulli Naive Bayes performed better than the Multinomial Naive Bayes for three of the feature construction mechanisms. But the Multinomial Naive Bayes algorithm with Counter vector mechanism achieved accuracy at par with SVM with Counter vector mechanism.

For DSIII, SVM performed better compared to the other algorithms. The Performance of Etree classifier was at par with SVM.

In terms of relative performance, each classifier is able to perform marginally better than the others in different scenarios. Despite the several different types of features we tried, we were unable to achieve as high of an accuracy on the harassment data classification problem when compared to those reported for text classification. One limitation of the experiment was the size of the dataset. We believe that to be able to significantly increase the classification accuracy of categories of harassment, we need a much larger dataset. Another limitation has been that in the labeled data set, some of the harassment categories are quite sparse and disproportionately infrequent compared to the data which are labeled as non-harassing, which posed as a challenge to the learning mechanism. Thus, we need to expand the data collection process to generate a much larger data set that is well-balanced across the different categories of harassment.

8 Conclusions

While the preponderance of extensive and consistent use of cyber harassment and its negative impact on users and groups is well-recognized, the literature on formally characterizing the diverse types of online harassment lacks rigor. We have introduced a set of new categories of online harassment based on psychological constructs. We build a harassment dataset with communication retrieved from the Twitter platform and which are subsequently manually classified by multiple volunteer coders into one of the above identified categories. We then evaluate the effectiveness of a number of machine learning approaches, including some adapted from existing literature and a couple of new ones that we introduce, to detect the identified harassment types on this coded dataset. Results show different algorithms perform well on different versions of the dataset and also highlights the need for collecting a larger and more balanced dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Binary</td>
</tr>
<tr>
<td>Multi NB I</td>
<td>0.7001</td>
</tr>
<tr>
<td>Multi NB II</td>
<td>0.7017</td>
</tr>
<tr>
<td>Multi NB III</td>
<td>0.7041</td>
</tr>
<tr>
<td>Multi NB IV</td>
<td>0.7037</td>
</tr>
<tr>
<td>Bernoulli NB I</td>
<td>0.7005</td>
</tr>
<tr>
<td>Bernoulli NB II</td>
<td>0.7175</td>
</tr>
<tr>
<td>Bernoulli NB III</td>
<td>0.70705</td>
</tr>
<tr>
<td>Bernoulli NB IV</td>
<td>0.70705</td>
</tr>
<tr>
<td>SVM I</td>
<td>0.6371</td>
</tr>
<tr>
<td>SVM II</td>
<td>0.68074</td>
</tr>
<tr>
<td>SVM III</td>
<td>0.6875</td>
</tr>
<tr>
<td>SVM IV</td>
<td>0.7185</td>
</tr>
<tr>
<td>Etree I</td>
<td>0.71213</td>
</tr>
<tr>
<td>Etree II</td>
<td>0.6946</td>
</tr>
<tr>
<td>Etree III</td>
<td>0.68882</td>
</tr>
<tr>
<td>Etree IV</td>
<td>0.7097</td>
</tr>
<tr>
<td>Algorithm I</td>
<td>0.722345</td>
</tr>
<tr>
<td>Algorithm 2</td>
<td>0.6956</td>
</tr>
</tbody>
</table>
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